
Internship proposal: How Can Neural Networks Express 3D Shapes?

M1/M2 Internship, 4 months; INRIA Paris-Saclay; GEOMERIX Team, in Turing building
Supervision: Mathieu Desbrun (Researcher & Professor), Nissim Maruani (PhD Student)
Keywords: Machine Learning, Geometry Processing
Contact: nissim.maruani@inria.fr & mathieu.desbrun@inria.fr

Context

Recent advancements in 3D geometry processing have leveraged machine learning to tackle ill-posed problems such as
shape creation from text prompts [6] or reconstruction from sparse inputs [1, 5, 3]. However, unlike 2D images which
are commonly represented as fixed N×M arrays, there is no single standard learnable representation for 3D shapes.
Although continuous fields have been used extensively in learning-based tasks [4], they (a) suffer from a distinctive
“blobby” aspect, (b) are unable to fit sharp features and small details, and (c) require supervision on whole volumes
rather than surfaces. On the other hand, polygon meshes are efficient and compact, but their combinatorial nature
makes them challenging to use in a learning-based context. Learnable point-based representations [1, 5, 3] have
circumvented that issue by tailoring classical geometry processing methods to stochastic gradient descent (SGD)
based optimizations tasks with great success.

Objectives

Depending on the interests of the intern, we propose two research directions:

1. Explore novel ideas to represent 3D shapes with neural networks. As mentioned earlier, the goal would be
to bridge the gap between continuous functions and discrete 3D shapes. One possible first step would be to
investigate classical geometry processing techniques suitable for SGD optimization, such as APSS [2].

2. Extend existing point-based representations to novel applications. The goal would then be to adapt existing
methods to new tasks, such as learning from images, simulation, texture generation, etc.

These two subjects allow for an in-depth exploration of both recent state-of-the-art methods and classical geometry
processing techniques. They have a strong publication potential, and could lead to a PhD position.

Expected Skills

The applicant must have a solid background in computer science (and ideally, applied mathematics), and a strong
interest in machine learning and geometry processing. Proficiency in Python and PyTorch would be best.
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