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Recovering Garment Dynamic Motion from Videos

Modelling digital garments is a challenging yet important problem to solve. Many real-time
applications, such as video game simulations, fashion design and e-commerce virtual try-on systems
require realistic modelling of digital garments. Traditional cloth simulators [1] use physics-based
modelling to simulate cloth deformations. These methods are prohibitively slow and therefore, not apt
for real-time applications. With the advent of deep learning, this field has progressed tremendously in
the past decade. [2] showed that fast cloth simulations can be achieved by learning cloth deformations
using supervised learning. Recent methods, such as [3], have proposed self-supervised learning of
cloth deformations; thus overcoming dependency on the high amount of 3D ground truth data
requirement.

GAPS [3]: Realistic garment drapings obtained by self-supervised learning of deformations.

However, the garment dynamics are still unrealistically modelled. This is due to the fact that garment
dynamics are controlled by many forces such as gravity, impact, stretch, friction, wind, etc which are
difficult to model independently. This project aims to explore the effects of different forces on a range
of garments made from various materials. We shall gather video footage, which can be captured
conveniently with smartphones or other inexpensive cameras, or sourced from online platforms. Our
goal is to analyse how garments behave dynamically in different scenarios, considering factors like
motion, material type, and applied forces. To achieve this, we will utilise deformable 3D
reconstruction techniques, such as [4], to analyse the dynamic motion of garments depicted in the
videos. By doing so, we aim to gain insights into garment dynamics without relying heavily on
extensive 3D ground truth data.

The project will be supervised by Dr. Shaifali Parashar (shaifali.parashar@liris.cnrs.fr) at the
LIRIS-Ecole Centrale in Lyon. Interested students should drop an email with CV, transcript and two
reference letters.

Requirements:
1. Strong background in computer vision, mathematics or any relevant field
2. Strong programming skills in C++ and python
3. Fluency in English

https://shaifaliparashar.github.io/
mailto:shaifali.parashar@liris.cnrs.fr


Project duration: 36 months
Tentative start date: September 2024
Location: Lyon, France
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